mp

jmp.com/learn Aug 2024

Multiple Linear Regression

Use to model the relationship two or more continuous or categorical explanatory explanatory variables has with

a continuous outcome variable. Useful to describe the relationships between the variables and to predict an

outcome for different values of the explanatory variables.

Big Class.jmp (Help > Sample Data Folder)
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Cross. Here we included the sex*height interaction.
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4. Click Run.
By default, JMP will provide the following output:

e Effect Summary

e Summary of Fit table.

e Analysis of Variance table.
e lack of Fit table.

e Parameter Estimates table.

Note: default output can be changed via Preferences (File >
Preferences) and selecting Platforms > Fit Model > Fit Least
Squares).

e Select Estimates > Show Predicted Expression under the top red
triangle to display an equation for the fitted model.

e To save the prediction formula, predicted values, residuals and
other statistics to the data table, click on the top red triangle, select
Save Columns. JMP will create new columns in the data table.

e Model Diagnostic plots can be found under Row Diagnostics.
Here we also added an Actual by Predicted Plot.
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4 Effect Summary

Source  Logworth
height 7.235
age
sex*height
sex

(' denotes effects with containing effects above them)

4 Summary of Fit

RSquare 0739355
RSquare Adj 0.672091
Root Mean Square Eror  12.71353
Mean of Response 105
Observations (or Sum Wagts) 40

4 Analysis of Variance

Sum of
Source DF  Squares MeanSquare FRatio

Model 8 14213334 177667 10.9919
Error 31 5010.646 161.63 Prob>F
C. Total 39 19224.000

I Lack Of Fit

[ Parameter Estimates

PValue
0.00000
0.00161
0.08181
0.25736 ~

e To view indicator parameterization (using 0, 1 4= Prediction Profiler
coding), select Estimates > Indicator 80| | :
Parameterization Estimates from the g owl ol )
top red triangle. 25 100 Py
e To view the effects of the explanatory variables on the B g o - T s
predicted response, click on the top red triangle, e - height

select Factor Profiling and choose Profiler. In the

Prediction Profiler, click and drag the vertical red line for a variable to change the level or value. The

predicted mean response and 95% Confidence Interval are displayed.

Visit Discovering JMP > Analyze Your Data > Analyze Relationships and Fitting Linear Models in JMP Help to

learn more.




